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Abstract—In the current scenario, information retrieval is one of the major research areas. The retrieval process in image databases, evaluation of similarity and their mutual relationships depends on the content representation with various features. Since 1992, the multidimensional research has been carried out to meet out the aim with color, shape, texture and spatial layout as the features. In this paper, we provide a spatial and spectral layout of the images with CPAM (Colored Pattern Appearance Model) and a descriptor for characterizing local object appearance and shape using Histogram of Oriented Gradients (HOG). In particular, to get rid of the errors in images due to occlusions, facade and lighting changes, we propose to extract HOG descriptors from the images in regular intervals. Second, fusion of HOG descriptors at different scales allows capturing important structure for image retrieval. Third, the CPAM helps to fully exploit the human vision system. Analytical comparison and experimental results show that the proposed look ahead improves the state-of-the-art in state space search methods.
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I. INTRODUCTION

The massive increase in the applications of information technology produces lot of data which should be processed in a proper way to yield the needed information. This makes a drive for the various information retrieval systems like Content Based Image Retrieval (CBIR). The retrieval results should be effective and efficient [2]. In Content Based image retrieval (CBIR), the clue for the retrieval is produced from the image contents like color, shape, texture, spatial layout etc.

The rest of the paper is organized as follows. Section 2 gives the related works of CBIR. Section 3 elucidates the existing system where the Colored Pattern Appearance Model and Histogram of Oriented Gradients are explained. Section 4 explains the proposed work. Section 5 enumerates the implementation details and experimental result of the proposed work. Section 6 gives the conclusion followed by the references.

II. RELATED WORKS

The thought of information extraction using a picture was brought into the world in 1979 in a conference on Database Techniques for Pictorial Applications held in Florence [2]. The efficient and effective management of the expanding pictorial information became a critical problem. In 1992, In the workshop on “Visual Information Management Systems” organized by the National Science Foundation [15] of the United States, some researchers identified new directions in image database management. The retrieval of images depends on the information content they are having. Color features include the conventional color histogram (CCH) [31], the fuzzy color histogram (FCH) [14], the color correlogram (CC) [32] [33] and a more recent color-shape-based feature [16]. Texture measures [4] [5] [7] look for the patterns in images and how they are defined in the images [34]. The specific textures in an image can be identified by making a model for the texture as a two dimensional gray level variation. The shape feature [3] [8] [9] gives the directional orientation of edges for the objects in the image. Often the shapes are extracted by first applying some segmentation algorithms to an image. A large number of retrieval systems have been developed by various organisations, individuals and hospitals like SIMPLicity [1], QBIC [11] [13], Netra [12], PicToSeek [10], PhotoBook [13] etc.

A. Colored Pattern Appearance Model (CPAM)

The visual object patterns of the images can be represented by different kinds of models like RGB, HSV, YCbCr etc. According to the opponent color theory [18], the human color vision system has three visual streams.

\[
\begin{align*}
\text{vectorC} &= \frac{\sum_{row} \sum_{col} c[row, \text{col}]}{4 \times \text{localmean}} + \\
&\frac{\sum_{row} \sum_{col} r[row, \text{col}]}{4 \times \text{localmean}}
\end{align*}
\]

(1)

\[
\text{minDistP} = \min \left( \sum_{i \neq j} \sum_{i \neq j} (\text{vectorP}[i] - \text{codeBookP[i,j]})^2 \right)
\]

(2)

\[
\text{minDistC} = \min \left( \sum_{i \neq j} (\text{vectorC}[i] - \text{codeBookC[i,j]})^2 \right)
\]

(3)

The pattern color separable model of human color vision [19] [20] [22] [23] model suggests that the value of one neural image is the product of three terms like the stimulus color
direction, the spatial patterns of the stimulus and to the stimulus strength.

In CPAM [17] [21] [24], based on the spatial and spectral characteristics of a group of neighboring pixels in a color image a colored image pattern is defined. The visual appearance of a small image block is modelled by three components: the stimulus strength (S), the spatial pattern (P) and the color pattern (C). For a small image area, the stimulus strength S is approximated by the local mean of the Y component as in eqn 1. The pixels in Y is normalized by S form the spatial pattern by the eqn 2 and eqn 3. Because Cb and Cr have lower bandwidth, they are sub-sampled by a factor of 2 in both dimensions. The sub-sampled pixels of Cb and Cr are normalized by S, to form the color pattern (C) component of the appearance model. Normalizing the pattern (eqn. 4) and color channels (eqn. 5) by the strength has the effect of removing (to a certain extent) the effects of lighting conditions, making the visual appearance model somewhat color constant.

By separating achromatic and chromatic signals, the work can be done on two low-dimensional vectors rather than one very high dimensional vector.

**B. Histogram of Oriented Gradients (HOG)**

The local object appearance and shape of an image can be represented by the proper distribution of local intensity gradients. This can be implemented by dividing the image into small cells, for each cell a local 1-D histogram of gradient directions over the pixels of the cell is calculated [28] and it is normalized. This normalized descriptor blocks can be termed as Histogram of Oriented Gradient (HOG) descriptors [27] - [29]. The variation of the spatial position to scaling and rotation can be achieved by extracting descriptors from only salient points in the scale space of the image following rotation normalization. The steps involved are: (1) Scale-space extrema detection, (2) Orientation assignment and (3) Descriptor extraction.

Fig. 1 shows an example patch with their corresponding gradient directions. In [27] [29], the authors were successful in applying the HOG for face recognition.

### Algorithm: Colored Pattern Appearance Model

**Inputs:** Image, width of the image, height of image and blocksize.

1. Initialize vectorSize as blocksize X blocksize.
2. Initialize a three dimension matrix named temp to store the data to be used
3. Store the R,G and B component details in the third dimension of the temp
4. Set up transformation marix T
5. Transform to YCbCr color model.
6. Find the local mean of all YCbCr components
7. Calculate vectorC by eqn (1)
8. Find vectorP by normalising YCbCr with localmean
9. minDistP and minDistC are calculated by eqn (2) and eqn (3)
10. Histogram values for the corresponding pattern and color code, histP and histC can be calculated by eqn (4) and eqn (5)

**III. PROPOSED WORK**

Image retrieval using local object appearance and spatial color layout is done by the combined approach of Colored Pattern Appearance Model (CPAM) and Histogram of Oriented Gradients (HOG) in the proposed work. Fig 2 shows the algorithm for Colored Pattern Appearance Model and fig. 3 shows the algorithm for Histogram of Oriented Gradients. Fig. 4 gives the schematic diagram of CPAM. Although many variations of color space exist, the YCbCr space has been chosen as the color space [24].

![Algorithm: Colored Pattern Appearance Model](image)

**Algorithm for Colored Pattern Appearance Model**

**A. Normalization of Color**

The evaluations on several input pixel representations including grayscale, RGB and LAB color spaces optionally with power law (gamma) equalization. These normalizations have only a modest effect on performance, perhaps because the subsequent descriptor normalization achieves similar results. We do use color information when available.

**B. Gradient Computation**

The testing on the gradients are computed using Gaussian smoothing with several discrete derivative masks. Several smoothing scales were tested including none. Simple 1-D [-1, 0, 1] masks work best. While the larger masks are used it decreases the performance and if the smoothing is done in images the performance decreases significantly.

**C. Descriptor Block Formation**

The strengths of gradient vectors can be varied for various local variations and contrast change. So the local contrast normalization is very essential to get a proper descriptor block.
IV. EXPERIMENTAL RESULTS

We conducted an extensive empirical study to 1) evaluate the existing approaches to answer queries and compare it to the multiple expansion approach, and 2) evaluate the proposed techniques, with various variables and conditions. Precision and recall are the two commonly used performance analysis variables. The Fig 5 gives the Average Precision and Average Recall values of various images in the dataset which varies for different window sizes. For almost all type of image groups the algorithm works fairly well. The dataset groups Horses, Flowers, Dinosaurs, Buses and Elephants in the dataset gets 100% precision and recall. But the precision and recall of Food is very poor. The minute variations in the intensity variations make poor result for Food images.

The results of proposed method can be compared with that of HOG and CPAM. Fig 6 shows the comparison of Average Precision and Average Recall for various number of retrieval results. The Average Precision and Average Recall gives better result for top 3 retrievals which gets lowered as the count of retrieved results increases. While making the comparison of Average Precision and Average Recall for various window sizes, the retrieval result of proposed method gives better performance than the other two (i.e. HOG and CPAM) at least by 8%.

![Fig 5 a: Average Precision for various dataset image groups with various window sizes.](image)

![Fig 5 b: Average Recall for various dataset image groups with various window sizes](image)

![Fig 6 a: Average Precision for images with the varying window sizes.](image)

The evaluation of the system’s performance can also be done with a single combined metric derived from the Precision and Recall. Here we used the F-score($F_\beta$), defined as follows:

$$F_\beta = \frac{(1 + \beta^2) \cdot \text{precision} \cdot \text{recall}}{\beta^2 \cdot \text{precision} + \text{recall}}$$  \hspace{1cm} (6)
β defines weight should be given to the variables recall and precision. F-score should be a number between 0 and 1, with 1 representing a perfect retrieval system that is completely robust and completely discriminant (100% precision and 100% recall).

We use $\beta=0.5$, which gives twice as much importance to precision as to recall. Fig 7a shows the comparison of F-score for images with the number of images retrieved and Fig 7b shows the comparison of F-score for images with the varying window sizes. The comparison of F-score for various methods given in Fig 7 gives better result for proposed work at least 0.78%.

V. CONCLUSION

The modeling of image content based on CPAM and the local spatial and spectral descriptor HOG fits the need for efficient retrieval based on the joint similarity between individual entities and their mutual relationships. We use databases of more than one thousand images which vary in its characteristics. The color model used helps to fully exploit the human vision system. Analytical comparison and experimental results with the view of gamma/color normalization, gradient computation, spatial / orientation binning, normalization and descriptor blocks show that the proposed work provides improvement and also using the algorithms in a regular grid helped us to get the better results which compensate errors in images due to occlusions, pose and illumination changes.
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